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Abstract 

Vconect researches the development of systems that allow ad-hoc groups of people to enjoy real-time 

high-quality audio-video communication. Amongst other requirements, such set-ups necessarily 

require automatic video orchestration, i.e. a reasoning process that decides, in real-time, how to 

control the cameras and how to mix video originating from multiple sources for each screen. Although 

similar to TV and film grammars, such expertise – orchestration knowledge – does currently not exist. 

This deliverable is an interim report on advancements made with regards to orchestration knowledge 

elicitation in Vconect. More specifically it presents conceptual frameworks built to support (i) 

knowledge expression and modelling, proposing application independent concepts that can be 

employed in more rigorous expressions of orchestration knowledge and (ii) knowledge evaluation, 

presenting instruments for evaluating orchestration knowledge, validated in specific communication 

contexts through appropriate experimental inquiry. The document concludes with a chapter that 

highlights the basic characteristics and advantages of our approach, while pointing out weaknesses and 

potential future paths.  

Target audience 

The deliverable is public. It is intended for the community interested in orchestrated audio-visual 

communication. 
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Vconect’s work package 3 (Immersive video communication) deals with the decision-making 

regarding the creation of an immersive and engaging experience in video communication between 

groups of people distributed over multiple locations. It achieves this through communication 

orchestration.  A fundamental task of this work package is that of conversation modeling, which aims 

to provide an understanding of how video could be employed to best support group communication. In 

other words, this task deals with the elicitation of orchestration knowledge and its expression in a 

rigorous and clear manner, with a view to subsequent implementation in specific communication 

platforms. This deliverable reports on progress made so far within this task. 

Orchestration knowledge does not yet exist, neither in written nor in tacit form, as there are no 

platforms capable of orchestrated communication. TV and film techniques provide inspiration, but 

they are not readily transferable to direct communication. They are motivated by storytelling, by 

relating events to an audience that has no means to intervene in the narration. In video communication 

each party is actively involved in the process. Research into conversation analysis provides insights 

with regards to, say, conversation conventions and social cues that ought to be observed, but they do 

not recommend the video manipulation techniques required for such messages to be correctly 

conveyed across multi-camera video links.  

We approach knowledge elicitation in this context as an interplay between two actions that cater for 

one another; generation of appropriate knowledge models and repeated experimental inquiry.  It is an 

iterative process during which the knowledge models inform the experimental design with various 

hypotheses, which are then experimentally evaluated and these results inform the knowledge model 

and lead to its refinement. In this deliverable we present two frameworks that constitute the main parts 

of this interplay; a framework for knowledge expression and modeling, and a framework for 

knowledge evaluation and validation via user trials. 

In the area of knowledge modeling, described in section 2, we identify two separate tasks that need to 

be continuously performed in real time by an orchestrator that facilitates video communication 

between distributed groups of people; 

 Understanding the context of interaction: the orchestrator fuses low-level cues coming from 

each participating location and interprets them to detect higher-level events that constitute the 

context of the interaction at each point. We choose to concentrate on conversation analysis 

and present definitions of a number of associated concepts together with some details of their 

implementation in the Vconect orchestrator. 

 Reacting to the context of interaction: based on its understanding at each point, the 

orchestrator makes appropriate choices regarding the manipulation of visual content in each of 

the screens. To this end we present a variety of possibilities for manipulation that we call the 

mixing vocabulary, together with sets of rules according to which the manipulation is made. 

We call these rules the mixing grammar. 

Section 3 is devoted to the evaluation framework and begins with a brief description of two 

experimental user trials that have been carried out in the course of Vconect. During these trials 

participants were given certain tasks to accomplish and were subject to different conditions that 

included various setups of orchestrated and ‘classic’ video communication.  

The section continues with the presentation of four proposed instruments that form our framework for 

evaluation and validation of orchestration knowledge, i.e. (i) efficiency in task completion, (ii) 
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subjective experience questionnaires, (ii) analysis of informal interviews and (iv) analysis of 

automatically captured orchestrator logs. Examples results from the application of these instruments to 

the aforementioned experiments are also included here. 

Section 4 concludes the deliverable, summarising the followed methodology, providing a critical 

evaluation, and describing our future steps in this area. 
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1 Introduction 

 

Vconect aims to develop capabilities through which groups of people could enjoy high quality, 

immersive real-time audio-video communication in social contexts. The treble emphasis that defines 

the challenge of Vconect should be noted: real-time communication between groups of people, their 

ad-hoc nature, and the social context of their interaction (i.e. going beyond the simplicity of the formal 

business meeting).    

For illustration, consider a reasonably large group of people; say 10 or more, wishing to have a real-

time video chat, with each member being in a separate location, having one screen and being covered 

by one camera. For simplicity, assume that each screen can only show content from one of the other 

none cameras. What should each participant see? The person currently speaking? What if someone is 

nodding? Should this discreet agreement be seen quickly by the others, to the “detriment” of losing the 

speaker, momentarily?  What if two or more people speak over each other? What if the interventions 

are very short and the turn taking fast? Would the simple flow of the highest level of voice activity not 

lead to unpleasant visual experience? What if someone does not speak for a long time, just sitting there 

quietly? How should the flow of the conversation be maintained through the video mix? What if pre-

recorded information needs to be brought into the conversation? These questions introduce some of 

the challenges of developing capabilities for high-quality immersive ad-hoc group video 

communication.   

Furthermore, group video-mediated communication is not restricted to one person per remote location, 

the person being assumed seated in front of a computer monitor and web camera, for which one 

camera per location/person might suffice. Consider two groups in two remote locations engaged in a 

video mediated communication. How could local interaction be transmitted remotely? How could the 

details of the actions they perform be transmitted in the other location? How could their movements be 

followed? In order to provide for high quality immersive experiences, each location should be covered 

by a number of cameras, ideally able to move (pan, tilt and zoom), and a number of microphones, 

through which different perspectives and levels of detail can be captured and conveyed to the other 

ends.  

Group communication topologies involve combinations of the two cases: each communication node 

could be anything from a single camera, microphone and monitor, as provided by a laptop, to a rich, 

studio-like, set-up, with multiple cameras and microphones covering spaces in which the end users 

could freely move. However, as the setup gets richer and more expressive so increases the complexity 

and the number of potential choices of display. 

It becomes thus apparent that a video platform that supports such communication structures will have 

to be able to take intelligent decisions in order to mediate the communication as it progresses. At each 

point in the conversation it will have to decide what each participant is going to see and hear, from the 

multitude of available sources, in order to create, for each, a meaningful and rewarding 

communication experience. The control is exerted on input devices (mobile cameras and microphones) 

as well as on output devices (screen composition and spatial sound). This decision making process is 

referred to as orchestration.   

Although in simple setups and in the course of experimentation orchestration can be carried out by 

human editors, as video communication becomes more complex, the process needs to be automated. 

Vconect’s approach is to use automatic reasoning, based on prior knowledge or intelligence, i.e. on a 

set of primitives upon which the system will be able to make the optimal choices at each point. 
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Questions that need to be answered to this end are how such knowledge is refined – i.e. where does it 

come from – and then how is it represented within the reasoning components? These two aspects are 

both accounted for in WP3:  

 knowledge elicitation 

 knowledge representation and reasoning  

This deliverable reports on activities that are part of the first aspect and the aim of the document is to 

inform the public on the current status of the development of two frameworks: 

 knowledge expression and modeling (described in Section 2), proposing application 

independent concepts that can be employed in more rigorous expressions of orchestration 

knowledge and 

 knowledge evaluation (described in Section 3), presenting instruments for evaluating 

orchestration knowledge, validated in specific communication contexts.  

This deliverable has the following relationship with other submitted or just to be submitted 

deliverables: 

 D3.1 (Requirements for ad-hoc group video communication) informed the behaviour 

requirements and contributed to the focus of the modeling framework of Section 2. 

 D3.3 (Communication reasoning engine – first release) describes the technical details of the 

representation and reasoning mechanism together with the implementation of specific 

orchestration rules. 

 D6.3 (Results of Trial 2 and Design of Trial 3) will include detailed information and analysis 

of the results of the evaluation experiments described briefly in Section 3. 
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2 Framework for expressing orchestration knowledge 

 

Automatic orchestration can be defined as the process of intelligent selection of camera viewpoints in 

order to facilitate for multi-point video communication of groups of people
1
. These selections are 

inherently (directly or indirectly) driven by the events occurring within the participating locations. 

What people have been doing, who has ben talking to whom, what is being said, at which pace 

together with non-verbal cues such as gesticulation, nodding, eye-gaze are all of potential interest 

here. A collection of these events (if seen from a more macroscopic temporal viewpoint) constitutes 

the state or context of the interaction at each time. An Orchestrator needs to receive, fuse and interpret 

low-level cues, coming from audio-visual and/or other sensors, in order to infer and understand the 

context of the interaction. Based on such understanding, it will then be able to apply a set of primitives 

to drive its intelligent selection of viewpoints at each time, reaching decisions such as “show person X 

in the upper left corner of screen Y for Z seconds”.  

In other words, an Orchestrator software essentially performs two discrete activities, as illustrated in 

Figure 1:  

 it analyses low-level data from different sources and/or modalities in order to understand the 

context and the important events occurring during the interaction of participants and 

 it uses appropriate, pragmatic and aesthetic, principles in order to react by choosing the most 

appropriate shot/viewpoint to display at each point, in other words to represent the context of 

interaction on a screen. 

 

 

 

Figure 1 Partitioning the tasks of an Orchestrator 

 

We have chosen to apply this partitioning because 

 it pragmatically helps the modeling of the problem and  

                                                      
1
 In a more generic definition, orchestration may also deal with selection of audio streams. In this document we 

focus on video orchestration. 
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 such separation does exist for human editors as well, even if the boundaries may not be clear; 

human editors may cover a specific communication scenario using very different styles for 

recounting, depending on their personal stylistic and pragmatic preferences/goals. 

In this section we focus on these two constituent aspects of an Orchestrator. To this end, we describe 

their generic functionality, illustrating a number of examples. We also present how some of these 

examples have been realised in the context of Vconect so far. 

 

2.1 Understanding context of interaction  

Human interaction via a video link may take various manifestations in order to serve different 

contexts. Reports from the scientific literature demonstrate this variety, describing video 

communication systems in fields that include: 

 Game playing 

 Realisation of collaborative tasks 

 Distance learning 

 Telemedicine 

 Generic conversation 

Due to this variety of potential applications, the complexity of understanding that a “universal” 

Orchestrator would need to achieve is extremely high and so is that of the required accompanying 

sensors. To narrow down the problem, we have chosen to focus on some concepts of the field of 

conversation analysis. As defined in [1] "Conversation analysis is an approach within the social 

sciences that aims to describe, analyse and understand talk as a basic and constitutive feature of human 

social life. CA is a well-developed tradition with a distinctive set of methods and analytic procedures 

as well as a large body of established findings”.  

This choice is justified because (i) conversation modeling is still generic enough to expose various 

aspects of the problem, (ii) there has been previous experience in this field from the TA2 project [2] 

and (iii) some basic concepts can be extracted by solely using the audio activity detection module, 

which is available in Vconect.  

 

2.1.1 Lifting low-level cues into conversational events 

To this end, by refining the basic primitive cue of “Audio activity on/off”, one may identify a number 

of high-level conversational concepts that can be useful for performing orchestration. Examples of 

such events include: 

 Turn: the notion of turn taking is constitutional in conversation analysis and was first 

described in [3]. A conversation essentially comprises an exchange of turns and at each point 

only one participant may hold the turn. This person can be detected by being active in terms of 

producing audio activity.  

In terms of orchestration the turn plays an extremely important role, as there is a very high 

possibility that the “non-active” participants would be expecting to see the person who has the 

turn on their screens. An example of a simple orchestration rule to achieve this would be “if 

person A takes the turn then show person A”. 

 Crosstalk: crosstalk could be divided into (a) conversation overlap, happening when a 

participant has a conversational turn and before they have finished the turn, another participant 
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starts a conversational turn and (b) interjection/backchannel which occurs when the voice 

activity produced by the second participant does not last long enough to be identified as a 

“salient” turn.  

As an example, an Orchestrator can potentially make use of a crosstalk situation to briefly 

display the second participant, by following the rule “if person A starts a crosstalk then 

temporarily cut to person A” 

 Short-turn taking: this occurs when two or more participants exchange the turn with a 

relatively fast pace, i.e. if more than a number of turn shifts has been detected within a specific 

time window. Short-turn taking could provide an indication that the conversation is animated. 

In such a situation an Orchestrator may choose to simultaneously display some or all of the 

people participating in the short-turn taking by using wider shots or a tiled layout. An example 

rule would be “if person A and person B participate in a short-turn taking then show a wide 

shot containing person A and person B” 

 Silence: this can be detected when no voice activity detected from a (any) participant for a 

certain period of time. As suggested in [4] a brief silence of up to 200ms is conducive to a 

smooth handover during conversational turn taking. On the other hand, long silences would 

probably be an indication that the conversation is not very lively.  

In an example scenario, an Orchestrator may wish to exploit this information to attempt to 

animate the interaction by quickly alternating close up shots on participants. 

 Simultaneous start: this occurs when a participant starts speaking and another participant 

also starts speaking within a very short time after the start of voice activity of first participant. 

Clean and prompt transitions have been identified as conditional on a smooth exchange of 

turns [5] and conversational speech tends to avoid simultaneous starts after silence [4]. The 

existence of simultaneous starts has been measured as a side effect posed by the limitations of 

video communication systems, such as latency [8]. 

When a simultaneous start occurs between a number of participants, an orchestrator may 

choose to display all of them simultaneously in order not to bias the negotiation process. 

We need to point out here that relying solely on audio activity detection can be quite fragile, as the 

importance and the effect of body posture and sway has been pointed out [9]. Factors well recognized 

as an integral part of a (lively) conversation include hand and arm gestures (such as pointing and 

poising), nodding head movement, facial expressions, gaze at intended addressee and voice intonation. 

Furthermore, the semantics of speech are, obviously, also of great importance. However, for the 

context of Vconect we only concentrate on the exploitation of audio activity. 
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2.1.2 Examples of conversational events detected by the Vconect orchestrator 

The Semantic Lifter module of the Vconect Orchestrator has been equipped with appropriate event-

processing mechanisms in order to understand aspects of the context of interaction (see deliverable 

D3.3 Communication Reasoning Engine - first release for details). In this process, concepts of 

conversation analysis had to be rigorously defined, based solely on the voice activity cue. In the 

current subsection we present some of these definitions in order to provide some intuition on the 

nature of potential design choices. 

 Turn shift: 

A turn shift is defined as follows: 

If Person P produces audio activity at a point when no other person is active (i.e. has the turn) 

then P starts a conversational turn. 

Or slightly more formally: 

audioActivity(P)   ActivePerson() Ÿ turnShift(P) 

However, this simple definition may result in erroneous turn detection due to various 

unimportant/insignificant audio activities produced during a conversation; apart from sounds 

produced by actions irrelevant to speech, very often participants produce short chunks of 

speech (such as interjections/affirmations) that are not significant or salient enough to 

constitute the start of a conversational turn.  

A simple way for the Orchestrator to alleviate this problem is to adopt a temporal threshold on 

the duration, so that any audio activity shorter than that does not trigger a turn shift. This 

makes the detection of turns more rigorous, but comes at a cost on the speed of reaction of the 

Orchestrator, as it has to wait in order to evaluate the saliency of an audio activity as 

illustrated in Figure 2.  

 

 

Figure 2: Thresholding to reduce erroneous turn shift detection. 

 

Proper selection of this threshold is crucial for the quality of the perceived experience and is 

essentially a problem of balancing between type I (false positive) and type II (false negative) 

errors in turn shift detection. Our studies suggest that the latter (i.e. missing some correct 

turns) is generally more acceptable and less disturbing than the former (i.e. issuing “false 

alarms” and reacting on them). The actual number depends on various factors, including the 

robustness of the voice activity detector module and the sensitivity, type and positioning of the 

microphones. Initial empirical results indicate that setting the threshold T1 to 500ms is a 

reasonable choice for our setup. 
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 Cross talk:  

A cross talk can be detected following the rule: 

When person P1 has the turn and person P2 starts voice activity then P2 starts a crosstalk 

situation. 

More formally: 

voiceActivity(P2)  activePerson(P1) Ÿ crossTalk(P2) 

 Pattern of short-turn taking: 
A pattern of short-turn taking can be detected following: 

If he number of turn shifts among participants P1, P2 ... Pn over a short period of time (X) is 

higher than a threshold (Y) then there is a pattern of short turn taking among P1, P2 … Pn. 

More formally: 

number(turnShift(P1, P2 ... Pn)) d (t, t-X) > Y Ÿ patternOfShortTurnTaking(P1, P2 ... Pn) 

 

As with the turn shift, there are similar thresholds and trade-offs that need to be considered when it 

comes to cross talk and short turn taking. 

 

2.2 Reacting to the context of interaction 

The second part of an Orchestrator’s functionality, according to the model presented in the beginning 

of this section, is to react. Based on its understanding of the context, it adequately modifies (or 

maintains) the visual content
2
 of the participants’ screens.  

At this point, we need to distinguish between two types of parameters that dictate the way that an 

Orchestrator handles visual content, which answer the following questions: 

 Which aspects of visual content can an Orchestrator modify? 

These are the objects that can be dynamically adjusted during an interaction and can also be 

referred to as mixing vocabulary. Aspects of the mixing vocabulary include screen layouts, 

camera shot types and mixing transitions.  

 How does an Orchestrator choose what to modify? 

In order to choose how to make use of the mixing vocabulary at each point, an Orchestrator is 

equipped with a set of mixing rules. This set of rules, which is not fixed and may be adopted to 

tailor the needs of a specific application, domain and/or person, essentially constitutes the mixing 

grammar. 

 

2.2.1 Mixing vocabulary 

So much of media, and increasingly, communication passes via the medium of a screen, in all 

likeliness with the benefit of an audio channel. Since the late 19
th
 century there has been 

experimentation with how to use the screen to communicate. In these stages this was specifically to 

communicate stories, be it creating fictions for a cinema screen or communicating real events through 

                                                      
2
 Again, we choose to restrict the discussion to the visual domain.  
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documentary, news footage or coverage of live events. A body of knowledge on how to best mix 

together different perspective and different shot, how to use the screen space, built up over time. Rules 

emerged, for example, about how to best to time the edit between two shots of the same person 

running. The overall output of this has been a understanding that has developed amongst media 

professionals of how to create a coherent unbroken experience of different places that viewers can 

immerse themselves in and a subconscious acceptance amongst viewers of the methods and techniques 

of editing.  

For a while the screen was limited to projection screens and then to TV screens, but now computer and 

mobile device screens are changing our way of using, communicating through and interacting with 

visual material on the screen. The term interaction is key here as it introduces a new coordinate of the 

user becoming part of the media experience, which has not been the case typically previously.  

These two key changes – the nature of the screens involved, smaller and mobile, and the interaction 

that is available with the screen and what is depicted on the screen have introduced a new set of 

possibilities and requirements for visual screen grammars. Orchestration functions on the level of 

depicting the live events that are occurring between two people so it needs to reflect existing methods 

of mixing the media emerging from this live event, however, it also needs to have an understanding in 

its knowledge base of the requirements brought to it of serving an experience based on interaction and 

not just viewing.  

Here we describe just some of the possible variations upon which a mixing grammar could be 

constructed: 

2.2.1.1 Shot Types 

Shots types are an important part of the vocabulary of defining visual grammar and they are are often 

defined in terms of the size of a person or people in the shot. The main categories are ([10]): 

o Wide shot 

o Medium Shot 

o Close up  

o Extreme close up.  

o Master shot  

o Point of view (POV) 

Some shots are defined along the lines of the size of people in frame, in the case the first four. A wide 

shot show a person or people in full length, a medium up to waste height, a close up the head mainly. 

Other types describe shot purpose – a POV refers to a shot that represents the view of a character and 

can consist of any of the other shots just descibred. A master shot is a shot that contains a record of a 

whole scene and tries to cover all the action. This can be used for setting the scene, and also for 

allowing there to be an editable shot available in a scene when other shots do not suffice. 

2.2.1.2 Screen layout 

Changing the screen layout has typically not been used frequently in functional cinema and television 

though layout templates are increasingly being used in modern televisual productions. Take for 

example, the stock and shares tickers on business news screens, where useful information to the 

context is displayed as well as feed of a live/recorded visual mix, or the split screen that is used to 

show both a news reader and a reporter at the same time.  

An orchestrator of a communication experience could choose from layouts in a similar fashion. In a 

pure sense layouts offer an almost unlimited number of choices. However looking at existing video 

conferencing models provides some examples; a Skype one to one conversation might feature a split 

screen whereas a Google hangout communication amongst 6 people would have a template based 

upon a ribbon of smaller views of a group along the bottom and a large view of a ‘speaker’. Equally 
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the 6 participants could share a view of screen made up of 5 tiles of everyone else in the group, or 

even 6 if a self-view is required. 

The reference to a self-view is important here because it is an excellent example of the key difference 

of a mixing logic for a passive viewer and one for an active participant – in a passive situation the 

viewer would never to need to see themselves however it is often the case that a contributor to a video 

conference loses a sense of their presence in an interaction if they do not see a self-view. 

The key question for an orchestrator are what parameters might help decided how to choose a given 

layout, or combination of layouts. For example, responding to the need of a participant to feel 

‘present’ in a given communication context could feed into a layout decision to show a layout where a 

participant self-view appears. Other parameters might include: 

 The social context. For example, a formal context might require a layout where everyone 

is the same size on screen, a more intimate context might demand closer shots of the 

people in question.  

 The frequency of turns in a group conversation. For example, if a number of people are 

talking at the same time or with very short turns then this might mean that a number of 

people might need to be shown at the same time. 

 Personal preference. The user might feel a preference for facial expressions rather than a 

group view so an orchestrator might choose a full screen mixed set of close up shots for 

on individual, as opposed to a split screen, based on knowledge of user preferences. 

 

2.2.1.3 Transitions 

When assembling different shots together or moving between screen layouts it is of course necessary 

to transition between the shots. Part of the vocabulary also consists of these transitions. A hard cut is a 

the one most used commonly and with most viewers acceptance of televisual editing and mixing these 

cuts are rarely noticed.  

Other types of transitions used might include fade out, fade in, dissolve and wipe. This is to name a 

few.  

Increasingly more dynamic transition techniques are being used where animated transitions between 

screen layouts might be employed or compositing techniques. 

In current implementations the orchestrator works using clean cuts between shots.  

 

2.2.2 Mixing grammar 

The above represents some of the parameters that an orchestrator can control.  

Within the current body of knowledge it can be possible to ascertain some basic rules that a human 

editor might employ in creating coherent visual mixes across multiple cameras. However, it is a very 

difficult task to attempt to break these down into a set of coherent, self-contained easily expressible 

rules.  

For example, let us take the case of two people are in conversation, with two faces in close up shots to 

represent this activity. Alternating between these two is a good way of representing a conversation.  

However, there is the caveat that in order to sustain audience believability the characters must appear 

on screen to be looking at each other, i.e. one character looking from left to right on screen, the other 
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from right to left. Here already is an example of how one rule can easily become two, and also rely on 

complex information that may not be available to a prototype orchestrator.   

It might be possible to formulate a rule which said “show the close up of the individual who is 

talking”. However, this would negate the possibility of showing potentially useful information on the 

part of the non-talker, for example a reaction or a laugh. Again, a simple rule can fail without taking 

on the complexity of another rule, for example showing the non-talker from time to time. 

This complexity is further added to by the fact that video and audio mixing for orchestration is a 

different medium from vision mixing for live media as it has to take into account different 

requirements and different agents – the viewer is now active in the interaction, not just a passive 

viewer, and the decisions taken by an orchestration engine of what to show on a viewer’s screen might 

have a direct impact on the experience. 

Trying to express this ‘orchestration’ knowledge in machine expressible terms is extremely complex 

with the requirement for completeness in conflict with the requirements of a sound rule base. In trying 

to define a machine expressible grammar for the purposes of audio-visual mixing for communication 

constraints are necessary. In the context of our work so far these constraints have emerged from the 

limitations of the system as well as a limitations imposed by developers – the former in the sense that 

a voice activity cue was the only input into our engine, the latter in the sense that, for now, 

orchestration decisions were limited to transitions using clean cuts. 

A mixing grammar comprises the rules that permit the orchestrator to react and decide how to best 

represent the context of interaction. It is evident that this grammar can greatly vary, depending on the 

application context and various aesthetic constraints. Given the definitions of conversational events 

described in section 2.1, here we present some subsequent mixing rule examples in order to provide 

intuition on the underlying concepts. 

 Turn shift rule: If ‘turn shift’ detected then cut to Close-Up (CU) front shot of this person

  

 Cross talk rule: If ‘cross talk’ detected then cutaway to CU front of interrupter for a while 

and then return to the previous shot 

Comment: This rule will initiate a “cutaway”, meaning a temporary change (a suggested 

duration would be around 2 seconds), i.e., a cut to a CU front of the interrupter and then 

cutting back to the previous shot. 

 

 Short turn taking rule: If ‘pattern of short turn taking’ between two participants detected 

then cut to Wide shot covering these participants. 
 

 Silence rule: If no active person exists for a while then cut to Wide.  

 

In addition to the previous, a mixing grammar may also include rules not based on conversational 

events but rather on stylistic directives. Examples of this type of rules are: 

 If current shot duration is less than 2 secs then do not cut. 
 If a CU has been used for longer than 10secs then Cutaway to Wide 

 If no Wide shot has been used for 30secs then Cutaway to Wide. 

 

The Director module of the Vconect Orchestrator has been equipped with appropriate event-

processing mechanisms, similar to the ones implemented for the Semantic Lifter. These mechanisms 

give the Director the ability to reason with mixing grammars in order to exploit the understanding of 
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the interaction, achieved in the Semantic lifter, and accordingly decide on the most adequate 

representation based on the mixing vocabulary.  

However, compiling a rule set from a series of examples of desired orchestration behaviour is not a 

straightforward task. As soon as the behaviour becomes more complex, i.e. the number of rules 

increases, constructing a sound and complete rule set becomes a hard problem. A potential issue is the 

conflicts that arise when rules entail contradicting actions. For example, when a turn shift is detected 

then the corresponding rule fires, resulting in a cut to a CU front shot of the appropriate person. 

However the fist stylistic rule prohibits any cut for a certain period of time after the previous cut and 

this results in a clear conflict between the two rules. Such conflicts can be partially dealt with by using 

mechanisms such as explicit rule prioritisation levels, but this is not feasible in the larger scale, with 

more rules involved. Practically, it can only be achieved by iterative fine-tuning and re-evaluation. 

Another challenge encountered is the potential circular dependencies between rules. This can result in 

infinite loops, which in some cases are relatively straightforward to recognize and resolve. 

Furthermore, the event-processing framework provides some attributes that can alleviate the influence 

of circular dependencies on the behaviour. However, the use of temporal relationships in rules such as 

“if event A is followed by event B within X seconds then do action”, such as in the case of the stylistic 

rules above, makes much more difficult to identify potential circular behaviour, while, one cannot use 

the resolution properties described above. The only way to avoid such issues with careful design of the 

rule set.  

 

. 
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3 Evaluation framework  

As orchestration knowledge does not preexist, a constitutional part of the elicitation and refinement 

process is that of experimental inquiry through user studies. In this section we present a set of 

instruments that can be used to evaluate the functionality of an Orchestrator and measure the effect of 

orchestration on video-mediated communication, based on the conduction of appropriate user studies. 

In the course of these studies, participants are subject to different conditions that may include various 

setups of orchestrated and ‘classic’ video communication.  

The examples of evaluation presented in the course of this section were part of user studies conducted 

at Goldsmiths College, University of London in March 2012 and February 2013 and some results have 

been presented in [11] while others are to be included in deliverable D6.3 - Results of Trial 2 and 

Design of Trial 3. Therefore, the detailed presentation of these experiments and analysis of their 

outcome is outside the scope of this document. However, in order to provide the reader with the 

context, necessary for successful reading of the examples that will follow, we devote the next 

subsection to a brief explanation of the experiment design and conditions. 

 

3.1 Brief description of associated experiments  

3.1.1 Playing a social game 

The first experiment was conducted in March 2012 and consisted of eleven 2-hour sessions, each 

involving 4 people, thus employing a total of 44 participants whose age varied between 18 and 51. 

Four conditions were created: 

1. Automatic Orchestration: the selection of shots for each of the two locations was done 

automatically by the Orchestrator. 

2. Manual Orchestration: two human editors, one per location, selected the shots from the 

multiple camera streams. 

3. No Orchestration: a single camera displayed video imagery on the TV sets consisting only of a 

wide shot of the other room. 

4. Randomly edited: this condition was included to check that any effects found are not 

confounded by the effects of changes in imagery on the TVs alone. Random mixing was 

achieved by alternating the same shots that were available for the orchestrated condition, but 

in a random manner and in random intervals. 

There were two teams of two participants in each session who experienced the four different 

conditions in succession, giving a three factorial within-participants design. 
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Figure 3: Room layout 

The room layout is roughly depicted in Figure 2. The central camera (WIDE) provided a wide-shot 

covering the room, while the other two cameras (CU-LEFT and CU- RIGHT) provided frontal close-

ups on each of the two persons in the room.  

The scenario involved 2 teams playing a game of Articulate across the video link. Articulate is a 

talking description board game, where players describe words chosen from a pile of cards to their team 

mate, as quickly as possible, within 30-second rounds. Four participants played in teams of two and 

team members were separated across the video link. Players were allowed to use verbal descriptions as 

well as gestures. 

3.1.2 Group debate  

The second experiment was conducted in March 2013 and involved 24 participants, participating in 

four sessions of 6 participants each. There were two experimental conditions in this experiment: 

 

1. Automatic orchestration: the selection of shots for each of the two locations was done 

automatically by the Orchestrator. 

2. No orchestration: the screen showed a wide shot of each one of the other two rooms, one at 

the top and the other at the bottom of the screen, in a geometrically consistent configuration, 

i.e. if the participants in room 1 see room 2 at the top and room 3 at the bottom then the 

participants in room 3 should see room 1 at the top and room 2 at the bottom. The participants 

in room 2 see room 3 at the top and room 1 at the bottom 

 

Each experimental session involved 6 participants spread over three interconnected rooms (two 

participants per room). All participants experienced both conditions. 

 

The room layout was the same as in the previous experiment (depicted in Figure 3) but with the 

addition of an extra room. The central camera (WIDE) provided a wide-shot covering the room, while 

the other two cameras (CU-LEFT and CU- RIGHT) provided frontal close-ups on each of the two 

persons in the room. . 

 

For one condition, participants were asked to generate a list of seven items between them pertaining to 

"what constitutes an ideal holiday" using a maximum of 5 minutes and then using another maximum 

of 5 minutes to prioritise and agree upon a group list of these seven items. A (deliberately) small piece 
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of paper and a pencil was provided to each participant. For the other condition the task was to generate 

and prioritise seven items pertaining to an "ideal home".   

 

 

3.2 Evaluation instruments 

In the context of evaluation we use four different types of instruments to compare and assess 

differences across conditions: (i) task performance, (ii) questionnaires measuring the user experience, 

(iii) interviews and (iv) analysis of automatically generated logs. The first three methods are common 

and have been widely used in user studies in the past, while the fourth is unique and exploits an 

inherent virtue of the Orchestrator; that of understanding the context of interaction. 

 

3.2.1 Task efficiency/ performance metrics 

Asking the participants to carry out a specific task and measuring their efficiency in completing it, has 

been used in various studies in video-mediated communication (c.f. [12][13]). To this end, adequate 

selection of task is of great importance as it affects in many ways the style of the participants’ 

interaction.  

In our context of enquiry (conversation) task efficiency is harder to define. However, even in formal 

conversation has purpose behind and therefore some tasks can be identified. For example, in the 

context of gameplay, task efficiency could be identified as the number of points won by the 

participants in each condition. 

As mentioned in section 3.1.1, in the first experiment participants were asked to play a game of 

Articulate. Teams were split up across the video link and the average game points were measured per 

experimental condition. The results, shown in Figure 4, demonstrated that only the automatic 

orchestration condition provides a statistically significant improvement in the task efficiency when 

compared to the randomly edited baseline.  .  

 

Figure 4: Average game points won by experimental condition. 
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3.2.2 User experience questionnaires 

The use of self-assessment experience questionnaires is a traditional and widely used instrument for 

user studies. There exists a plethora of questionnaire types that can be generic or domain-specific 

measuring various components using different scales (e.g. Likert and graphic scaling [15]). The 

structuring and formulation of the questions can greatly affect the findings, so the questionnaire 

selection needs to be done very carefully depending on the goal of the study. 

In the two user studies described before we have used two different questionnaires; in the first one we 

used the self-assessment questionnaire Independent Television Commission / Sense of Presence 

Inventory (ITC/SOPI) [12]. This is a validated questionnaire that is used in previous research to 

inquire into the subjective experience of participants of the mediated communicative session they have 

been engaging in. The instrument measures four factors of immersion: Spatial Presence, Engagement, 

Ecological validity/naturalness, Negative effects.  Participants’ responses are on an ordinal scale and 

give therefore an indication of their assessment, but do not, by themselves, provide a means to 

generalise the findings. Responses are given on a Likert-scale, ranging from 1 (Strongly disagree) to 5 

(Strongly agree). Examples of items of ITC/SOPI are  

 “I felt involved (in the displayed environment)”. 
 “I felt I wasn’t just watching something”. 

 “I would have liked the experience to continue”. 

 

In the second study participants completed a continuous, graphic rating scale questionnaire containing 

16 items. The questions asked about well-established aspects of telepresence, adverse effects on 

conversational parameters and group interaction. Examples of questions are 

 

 “How much did you notice the facial expressions of people in the other rooms?” 

 “How easy was it to keep track of the discussion?” 

 “How well did you feel you came across to the other rooms?” 

 

The overall outcome from the first experiment is demonstrated in Figure 5, where the average 

experience evaluation is assessed per experimental condition. This is a composite metric, 

incorporating all different components of the questionnaire. There we notice that no significant 

difference was measured in the experience across conditions, i.e. the result is inconclusive, and this 

despite the fact that such differences existed in the task efficiency measurement of Figure 4. 

 

On the other hand, using an application-specific, ad hoc questionnaire may generally reveal 

differences more efficiently. For example, Figure 6 shows how well participants were able to notice 

facial expressions during the two conditions of the second experiment. The graphs there show that this 

could be done particularly well in the orchestrated condition as opposed to the static one. 
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Figure 5: Average experience evaluation per experimental condition. 

 
Figure 6: Noticing facial expressions 
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3.2.3 Analysis of the participant interviews, as recorded after each session 

In addition to the assessment of the orchestrated experience with metrics obtained on the basis of user 

questionnaires, and the assessment of the performance of the orchestration systems based on task 

efficiency, input into the effectiveness and future design of orchestration logic can be gleaned from 

users in informal interviews. Such interviews have taken place after each trial and, even though they 

were informal, they were semi-structured with topic areas agreed with the interviewers beforehand.  

Participants were all asked which of the conditions they preferred and further more detailed 

questioning was then tried to enquire behind the reasons for their preferences and probe for possible 

improvements to the systems. In addition, they were quizzed on their existing video conferencing and 

social networking habits and how these might compare to systems using orchestration. 

Such a form of feedback is unreliable in that it cannot offer measurable responses and often the 

thinking that emerges is contradictory. However, analysis of the participants comments can often lead 

to valuable insights into how to improve the performance of a video communication system based 

upon orchestration as well as provide input into the development of the orchestration logic. This 

feedback could relate to the consistency of the performance of the orchestrated output as well as the 

quality of the orchestration. For example, participants might point to the system ‘showing the wrong 

person’, which may be the result of problems with the cue detecting system. However, more 

importantly new coordinates for the orchestration system to work on have emerged from such work, 

such as how well video conference participants know each other, the formality or intimacy of the 

context of the communication, the frequency and average length of conversation turns.  

An example of how user feedback could directly input into orchestration was coming to an 

understanding (in the context of a three room living room set up) about the possible effect of use close 

up shots on individuals. Participants noted that whilst it was possible for individuals to feel closer to 

an individual they might be seeing in a close up it had the effect of making the experience feel like a 

series of separate conversations – ‘it meant a series of one on ones’. As well as verbal comments to 

this effect there was also described the sensation that in an orchestrated condition two individuals in 

the same room felt like they could have a conversation between each other and it could continue to be 

more private. This input could point to how a series of close up shots might suit a more formal setting.  

Another example was frustration expressed by participants when a number of people were talking and 

one close up shot being chosen. Would it not be better to have a layout where say both cross talkers 

could be seen in a split screen? 

Both of these suggestions also pointed towards a potentially important future development in 

orchestration, namely control of different screen layouts and different orchestration templates 

according to social context.  

These are but a few of the new inputs into the orchestrator prototype that have emerged from the 

qualitative user interviewing process. 
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3.2.4 Analysis of automatically captured logs  

Finally, another type of measures that we have utilised to validate and assess the effect of certain 

orchestration behaviours is the analysis of automatically captured logs. These include information that 

can characterise various aspects of the interaction and their collection is based on the inherent virtue of 

an orchestrator of understanding the context of interaction in real time. From this data we try to devise 

some more rigorous measures to allow us to perform comparison of experiments better. Examples of 

such metrics include: 

 Average number of turns, short-turn takings, cross-talks, duration of turns per participant for 

each condition.  

 Total time of voice activity in the period measured for each participant 

 Total time of silence (non-voice activity) for each participant 

 Total number of turns per room, total number of blocks of continuous voice activity per 

participant 

 Total number of blocks of continuous silence per participant 

 Total number of blocks of short voice activity (e.g. below 1 second (TBD)) per participant 

(some of it might be “back-channels” some might be heavy breathing, so there is a margin of 

error) 

 Total number of simultaneous starts 

 Decisions can also be logged to produce metrics such as number of mixing decisions per 

editor per session 

 

This type of metrics may traditionally be produced, by assigning humans the laborious task of 

annotating recorded video material for salient events. Human annotators naturally benefit from their 

implicit knowledge and understanding of the conversational context and a rich set of verbal and non-

verbal cues. Therefore they are able to provide very precise annotations of high quality. 

On the other hand, deploying an Orchestrator for the same task, apart from requiring less effort, comes 

with the benefit of consistency in its understanding of the events. That is, a machine ceteris paribus 

always responds the same, not suffering from variation due to factors such as fatigue, boredom, 

difficulty in hearing and seeing the events in the room and inherent differentiation in interpretation of 

events.  

In other words, even if the orchestrator’s interpretation is obviously less accurate and more prone to 

error, this error is stable over time, contrary to the human error. In the context of measurement theory 

[16] one may see the Orchestrator producing more of a systematic error or bias as opposed to 

randomness error generated by humans, i.e. the Orchestrator is more precise while human annotators 

are more accurate. 

However difficult to handle in some contexts, the systematic error has the nice property of being 

eliminated when subtracting quantitative measurements. This property makes the automatically 

generated logs a tool adequate for comparison between different experimental conditions and/or whole 

experiments as long as the setup remains the same. 

As described above, the manual orchestration condition of the first experiment involved two human 

editors, one for each room. Figure 7 shows how the average number of mixing decisions made by 

them varied during each experimentation day. In this figure we notice that the editors make less 

decisions, i.e. are less responsive to cues, as each day progresses, possibly a result of increasing 

fatigue.  
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Figure 8 shows that, even though both editors had been briefed and instructed to strictly follow a very 

limited set of rules, there is a big discrepancy in the number of decisions they produce; editor 2 was 

always bound to be more reactive than editor 1. 

 

 

 

Figure 7: Average number of mixing decisions 

made by human editors per session, grouped 

by day 

 

Figure 8: Average number of mixing decisions 

per session. 

 

 

Examples extracted from the second experiment are seen in Figure 9 and Figure 10. They show 

indications that the orchestrated conditions have been more animated as they involved higher average 

numbers of turn shifts and cross talks, compared to the non orchestrated ones. 
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Figure 9:  Average number of turn shifts 

per condition 

 

 

Figure 10: Average number of cross-talks 

per condition 
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4 Conclusions and future plans 

 

Orchestration is an unexplored new field and its effects on communication have yet to be studied in 

detail. This process will essentially include modeling and configuration of various variables that may 

in essence be of importance to the user experience, such as the number, the position and the 

characteristics of the cameras, the image and sound quality, the existence of more than one screens 

and/or screen regions per location, the type and essence of social cues followed and the style of 

narration itself (transitions, continuity, frequency of cuts etc). All these variables can vary abruptly, 

resulting in completely different experiences for a user. Therefore orchestration can become extremely 

complex and at the same time powerful. The attempts to put structure in this vast landscape and to 

evaluate the orchestration, two tasks of great importance, belong to the activities of Vconect’s 

workpackage 3. In this deliverable we presented frameworks for (i) modeling and (ii) evaluating 

orchestration knowledge.  

Section 2 described a framework for modeling and expressing the orchestration knowledge. Our 

approach identified two main aspects of this space; understanding of and reacting to the context of the 

participants’ interaction. These are the two constituent activities performed by a communication 

orchestrator at real time. 

Understanding the context of interaction refers to exploiting low-level cues, extracted by various 

modalities in a multi-person multi-location setup. These cues are fused and interpreted into high-level 

events that constitute the state of communication. Our approach focused on the exploitation of the cue 

of audio activity level in order to infer concepts from the area of conversation analysis. We described 

some of these concepts and presented examples of rules that have been applied to detect such concepts 

from audio activities, providing some intuition regarding the associated design choices.  

Reacting to the context of interaction refers to the process of continuously making appropriate choices 

regarding visual representation, in accordance with the current context of interaction. Here we 

described the mixing vocabulary, i.e. the possibilities that an orchestrator has in terms of manipulation 

of the visual content. These possibilities include the use of different shot types, various screen layouts, 

transitions and visual effects. All these properties are exploited, as part of the process of reacting, 

based on a mixing grammar. The latter is essentially a set of mixing rules that utilise the vocabulary to 

build a visual narrative. We concluded this section with some examples of such rules, as they have 

been implemented in the Vconect orchestrator. 

Section 3 presented a framework for validating and evaluating the orchestration knowledge. This 

framework consists of a set of instruments that can be used in the context of appropriately designed 

user trials in order to (i) evaluate and compare different orchestration modes and bodies of knowledge, 

(ii) assess how these modes affect the interaction of humans and their perceived experience and (iii) to 

help the refinement and enrichment of knowledge. 

To this end, we briefly described two associated user trials that took place in the course of Vconect. 

Both consisted of living room like setups, with sofas and large TV screens, and involved two 

participants in each location. Participants worked in groups and had to complete a task, different in 

each trial, while being subject to various conditions of orchestrated communication. 

Subsequently we presented the four instruments; (i) efficiency in task completion, (ii) subjective 

experience questionnaires, (ii) analysis of informal interviews and (iv) analysis of automatically 

captured orchestrator logs. Their description was accompanied with example results from their 

application to the specific user trials. 
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At this point, we should acknowledge the fact that the methodology described in this deliverable 

constitutes but a small step towards structuring and modeling the area of orchestration knowledge and 

it is by no means exclusive or conclusive. Certain design decisions that limited the perspective have 

been made, partially imposed by pragmatic limitations of the Vconect system but also by a need to 

narrow down the problem. These include: 

 Utilisation of a single and relatively simple low-level cue, that of level of audio activity. The 

orchestrator could greatly benefit from the exploitation of more advanced cues that could 

enhance its capabilities of understanding the context of interaction.  

 Only the subject of video orchestration was discussed, regardless of the importance of audio 

orchestration in certain scenarios. For example, in a tiled screen layout it is important that the 

direction of the sound matches the position of a person on a the screen ("stereo matching"). 

Similarly, in a performance scenario, choosing to focus on a specific speaker in the space 

could have great perceptive effects to the audience. 

 Out of various potential contexts of use of a video mediated communication system, we only 

chose to model concepts from conversation analysis. Even though a conversation is probably 

the most basic and generic situation, different applications would require specific modeling to 

make use of their potential.  

 Several additional choices/compromises have been made regarding the mixing vocabulary, 

such as the use of specific shots (close up front and wide), specific visual layouts (a single full 

screen window and limited number of tiles), clean cuts and no transitions or effects. 

This exploration helped us expose the vastness of the field of orchestration knowledge. The step that 

follows naturally in the front of knowledge modeling would be a more systematic and in-depth 

approach to structure the field, ideally using a formal representation. Towards this direction, our plans 

include the development of a domain-specific terminology structure, possibly in the form of an 

ontology. This will essentially be a hierarchy of terms related to orchestration, spanning from 

“camera” and “turn shift” to “close up front” and “tiled layout”. 

Further future plans include the exploitation of not only “first-order” high-level events such as the 

“turn shift” but also “second-order” states such as “heated discussion”, which could be potentially 

defined as “high average number of turn shifts within the past X minutes”. Similarly to this example, 

other types of second-order conversational metrics, like the ones mentioned in Section 3.2.4 are going 

to be calculated in real time. These metrics will be exploited by the orchestrator to modify visual 

content but will also be useful for the optimiser module of Vconect as (i) they will give indication of 

which participants are more active and, possibly, more likely to be shown, allowing the optimiser to 

allocate system resources accordingly and (ii) they will give indications regarding the quality of 

participants’ experience, to the degree that the latter is reflected into their behaviour. 

Finally, we also aim to explore potential ways that information from social media and/or other 

sensorial data, such as audience sensors can be of potential benefit to orchestration. 
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